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We study online demand fulfillment in a class of networks with limited flexibility, defined and introduced by Shi et al. (2018), and arbitrary numbers of resources and request types. We show analytically that such a network is both necessary and sufficient to guarantee a performance gap independent of the market size compared with networks with full flexibility, extending the work by Asadpour et al. (2018) from the long chains to more general sparse networks. Inspired by the performance bound, we develop simple inventory allocation rules and guidelines for designing such network structures. Numerical experiments including one using some real data from Amazon China are conducted to confirm our findings as well as some of the flexibility principles conjectured in the literature.
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1. Introduction

E-commerce is an exciting trend for many traditional industries, with the globally rising number of Internet and smartphone users driving its growth. According to Statista, retail e-commerce sales worldwide amounted to $2.3 trillion in 2017 and e-retail revenues are projected to grow to $4.88 trillion in 2021. In particular, online sales in China accounted for 23% of total retail sales in 2017. A key challenge for any online retailer is how to efficiently fulfill a large number of customer orders from different geographical locations as they arrive using its existing distribution resources. Order fulfillment at an online retailer

such as Amazon China, which has a total of twelve distribution centers serving customers from hundreds of regions throughout China, involves three important decisions: (1) the distribution network, i.e., which distribution center(s) can cater the demand in a given geographical region (e.g., a city or a province); (2) inventory allocation, i.e., for a given distribution network, how inventory should be allocated to each distribution center; and (3) dynamic demand fulfillment rule, i.e., given the network structure and actual inventory levels, which distribution center should fulfill an arriving customer order. Online demand fulfillment implies that the fulfillment decision must be made upon the arrival of each order and is irrevocable.

We now elaborate on these three decisions, how they are related and why they are difficult. The inventory allocation and dynamic fulfillment decisions are closely related to the network structure. Intuitively, for a given a network structure, more inventory should be allocated to distribution centers that are serving large customer bases, and distribution centers with higher remaining inventory and smaller customer bases should be used to fulfill an arriving customer order. However, finding an optimal inventory allocation and dynamic fulfillment policy requires solving a high dimensional dynamic programming and is analytically intractable for most real systems.

For given distribution centers and demand regions, there are many choices for designing a distribution network. A straightforward solution is to group a few nearby demand regions together, and dedicate one distribution center exclusively for this group, making the network a collection of non-overlapping star-shaped components. It is simple and easy to operate, but it is sub-optimal as some groups may starve while others having lots of leftover. Alternatively, we can make inventory at multiple distribution centers available to one demand location. Such flexibility likely will benefit the fulfillment if implemented well, though additional costs, e.g., shipping and operational costs, may incur. At the extreme are systems with full flexibility if every distribution center is allowed to fulfill orders from all locations. Such systems can best match supply with demand and thus maximize sales, however, they are likely too expensive to operate, and hence impractical. The study of network structure is closely related to the process flexibility literature that dates back to the seminal work by Jordan and Graves (1995), which has shown that a little bit flexibility in the form of the long chain structure goes a long way. However, most research along this line has focused on production systems where the fulfillment decision is made either
periodically or after all the demand is observed, i.e., demand is fulfilled offline. The only exception is the work by Asadpour et al. (2018) which focuses on online demand fulfillment under the long chain structure which is a balanced system with equal numbers of distribution centers and demand locations. However, most real e-retail systems including Amazon China are unbalanced, making the long chain structure not applicable. Research is needed to study the design of network structures for general systems that need to fulfill customer orders as they arrive.

Although our study is motivated by online retailing, similar problems also arise from other application models where, for example, a few machines or service representatives can process many different jobs as they arrive over time and the jobs need to be assigned to the machines or representatives immediately upon arrival. We model our network structure using a bipartite graph with $J$ types of requests (demand locations) and $I$ types of resources (distribution centers). A resource type can serve a request type if there is an arc between them in the bipartite graph. The performance measure we are concerned with is the expected number of lost sales. We consider a class of connected networks with a positive generalized chaining gap (GCG), referred to as GCG systems and first introduced by Shi et al. (2018). Intuitively, a positive GCG means there is slack between the total (expected) demand for any subset of request types and the total supply at the resources that can serve these requests. The GCG measures the extent to which supply dominates demand and hence serves as an important indicator of the system performance under online fulfillment. For order fulfillment, we generalize the modified greedy policy in Asadpour et al. (2018). Our main contributions can be summarized as follows.

1. Asadpour et al. (2018) showed bounded performance of the long chains where $I = J$ as the market size increases when demand is fulfilled online. By bounded performance we mean that the expected number of lost sales does not diverge with the market size, which is desirable when a retailer faces large customer demand in practice. Under the same online setting, we show that a positive GCG is both necessary and sufficient for achieving bounded performance for general network structures with arbitrary $I$ and $J$. Furthermore, we establish the tightness of our performance bound that is inversely proportional to the GCG. This not only extends the result in Asadpour et al. (2018) that the performance bounds are independent of the market size to general network structures, but also achieves a tighter bound when applied to the long chains. Our results are established based on a novel proof, making our work a methodologically and managerially significant contribution.
2. The performance bound inspires us to use the GCG as a proxy for the system performance when making the inventory allocation and network design decisions.

(a) We show that any connected network structure with as few as \( I + J - 1 \) arcs, much less than \( I \times J \) arcs under full flexibility, is guaranteed to be a GCG system under our inventory allocation policies. Furthermore, such limited flexibility can achieve near optimal performance. So our work has extended towards the online direction of the work by Shi et al. (2018), which showed that a GCG production system can achieve near optimal performance if demand is fulfilled periodically and the capacity utilization is close to one.

(b) We develop simple principles for guiding the design of GCG networks or adding arcs to an existing GCG network in practice. First, we show that GCG networks with as few as \( I + J - 1 \) arcs can perform quite well and are excellent options if it is expensive to add one more arc. If we are allowed one more arc to a connected network with \( I + J - 1 \) arcs, there will be a cycle in the network and the additional arc should be added to form the largest cycle possible, which is consistent with the observation made in Jordan and Graves (1995). Second, with \( I + J \) arcs, we can simply divide the resources into \( I \) groups and form a generalized long chain (GLC) with \( I \) resources and \( I \) request groups. If we have the option to add an arc to a network structure with at least \( I + J \) arcs, the arc should be added to strengthen the weakest link in the exiting network.

3. Numerical studies including experiments using some real data from Amazon China are performed to confirm and verify our main findings. For instance, flexible systems that fulfill requests online may incur additional shipping costs compared with dedicated ones. We demonstrate that a little flexibility improves the performance significantly without increasing the total shipping costs too much for systems with a positive GCG.

The paper is organized as follows. After a brief literature review in §2, we present our detailed model in §3 and introduce the GCG and dynamic fulfillment policy in §4. We establish a performance bound for systems with a positive GCG that is independent of the market size in §5. Based on the insights from the bound, we derive some important principles for the inventory allocation decision and network structure design in §6. We extend bounded performance to systems with random batch arrivals and time varying arrivals in §7. We conduct numerical studies including one using some data from Amazon China in §8 and §9. The paper is concluded in §10 and all the proofs of lemmas and theorems can be found in the e-companion.
2. Literature Review

The study of process flexibility structures dates back to the seminal work of Jordan and Graves (1995) who observe that a sparse chaining flexibility structure often achieves almost the same performance as the fully flexible system. Motivated by their empirical findings, most theoretical work since then has focused on explaining the power of chaining for balanced systems, with a few exceptions for unbalanced systems.

The effectiveness of a long chain in balanced systems, i.e., $I = J$, compared with the effectiveness of fully flexible systems has been investigated extensively. Chou et al. (2010) derive the ratio of the performance of the long chain to that of the full flexibility system when the system size approaches infinity and show that, for certain demand distributions, the ratio is very close to 1. Simchi-Levi and Wei (2012) consider the benefit of adding each arc as one constructs a long chain from a dedicated system and show that the benefit increases under the assumption that the request types are interchangeable, implying that the biggest benefit is always achieved when the last arc closes the chain. Furthermore, they establish that the long chain maximizes the expected sales among all flexibility designs where each node is incident to exactly two arcs. Wang and Zhang (2015) obtain a bound on the asymptotic performance of the long chain that only depends on the mean and variance of the demand distribution. Recently, Désir et al. (2016) prove the optimality of the long chain among all connected structures with the same number of arcs. Research has also been conducted on the long chain using a graph expander. Chou et al. (2011) prove that there exists a sparse graph that can achieve $(1 - \epsilon)$ of the sales of a fully flexible system in the worst-case demand scenario. Chen et al. (2015) use the probabilistic expander, i.e., the probability that an arc linking a supply node and a demand node is proportional to the product of their capacity and demand, to derive a theoretical bound on the number of arcs required to achieve $(1 - \epsilon)$ performance of full flexibility in a symmetric system.

For unbalanced systems, i.e., $I \neq J$, for which the long chain concept does not apply, analytical results are difficult to obtain and much effort has been devoted to developing flexibility design indices to measure the effectiveness of different flexibility structures starting from the JG index proposed by Jordan and Graves (1995). Other indices include the structural flexibility index in Iravani et al. (2005), the WS-APL index in Iravani et al. (2007), the g-measure in Graves and Tomlin (2003), the expansion index in Chou et al. (2008), and the plant cover index in Simchi-Levi and Wei (2015). Deng (2013) offer detailed
descriptions of these indices. Researchers have also studied unbalanced systems from other perspectives. Shen and Deng (2013) propose flexibility design guidelines for symmetric demand via simulation and refined the well-known Chaining Guidelines if each product is manufactured at exactly two plants. Chen et al. (2016) construct a simple flexibility design to fulfill $(1 - \epsilon)$ fraction of the expected total demand with high probability with an average degree of $O(\ln(1/\epsilon))$ using a probabilistic expander. Tanrisever et al. (2012) evaluate the effectiveness of different flexibility structures by simulation under a feasible production scheduling policy obtained using a sampling-based decomposition method in a multi-period setting. Sheng et al. (2015) consider capacity portfolio investment on flexible machines and show that, under certain conditions, the optimal flexibility configuration consists only of dedicated machines and machines capable of building only two types of products. Simchi-Levi et al. (2018) study the synergy between inventory and process flexibility by considering a two-stage robust optimization problem, and use inventory allocation to mitigate demand disruption in the first stage.

The work of Shi et al. (2018) is a recent breakthrough in the theoretical study of unbalanced systems. They introduce the Generalized Chaining Gap (GCG) to identify effective flexibility structures. For production systems with a positive GCG, which is essentially the complete resource pooling condition (CRP) in the queueing literature (see Mandelbaum and Stolyar (2004) and references therein), they obtain an upper bound on the long-run average backlog cost under a max-weight fulfillment policy. The upper bound theoretically demonstrates that, when capacity utilization is high, the performance of a system with a positive GCG is almost the same as that of a fully flexible structure. For a given capacity profile, they also provide a simple and efficient algorithm for finding such sparse structures and show that the requirement of $I + J$ arcs is tight in general for a given GCG system. In contrast, we treat the inventory allocation as a decision and show that $I + J - 1$ arcs is sufficient to achieve bounded performance under our inventory allocation policy that guarantees a positive GCG and dynamic fulfillment policy. Under a different setting, Ding et al. (2018) shows that the CRP provides a necessary and sufficient condition for globally FCFS in an overloaded bipartite queueing system without customer reneging.

Asadpour et al. (2018) are the first to study the performance of the long chain structure when demand is fulfilled as it arrives or online. Under a so called $\xi$-Hall condition, they show bounded performance of the long chain structure. In this paper, we extend Asadpour et al.
to general systems and show bounded performance for systems with a positive GCG when demand is stationary. We also discuss conditions under which bounded performance is guaranteed when demand is time-varying. Our bounds are tighter than that in [Asadpour et al. (2018)] for the long chains.

Process flexibility has also been studied in various areas, such as limited labor cross-training in call centers (Wallace and Whitt (2005)), resource portfolio investment (Bassamboo et al. (2010)), and queuing networks (Gurumurthi and Benjaafar (2004), Tsitsiklis and Xu (2017)). Since flexibility has the potential to increase shipping costs, research on how to develop order fulfillment policies for online retailers in order to minimize the total outbound shipping costs, e.g., Xu et al. (2009) and Jasin and Sinha (2015), is also relevant.

Our work is also related to the broad class of dynamic resource allocation problems which require irrevocable decisions to be made as requests arrive sequentially. One approach to coping with sequential arrivals is to utilize approximate dynamic programming (ADP) techniques, which produce tractable solutions that often exhibit satisfactory performance in practice (e.g., see Van Roy et al. (1997)). On a more general level, our problem can also be viewed as an online stochastic matching and dynamic matching problem. For more information on online stochastic matching, see Feldman et al. (2009), Manshadi et al. (2012), and Jaillet and Lu (2013). For dynamic matching, Bušić et al. (2013) and Bušić and Meyn (2015) study dynamic matching problems where there is exactly one request and one supply in each period, and propose near-optimal policies to minimize the infinite-horizon average-cost.

3. Model Formulation

We consider a system with $I$ resources and a total of $K$ units of initial inventory for a whole selling season. Requests for inventory arrive sequentially and need to be fulfilled immediately. Requests that cannot be fulfilled are lost. We do not take into account inventory holding costs and discounting factors. Thus, the inter-arrival times do not matter and we only need to know the inventory profile after each arrival. Upon arrival, each request is revealed to be of type $j$ with probability $p_j > 0$ and there is a total of $J$ request types. We assume that $I \leq J$ as in most real applications. We refer to $\mathbf{p} = (p_1, \ldots, p_J)$ as the demand vector, and define $\min_{j \in J} \{p_j\} \triangleq p_{\min}$ and $\max_{j \in J} \{p_j\} \triangleq p_{\max}$. We assume that $I$, $J$, and $\mathbf{p}$ are all given and fixed. We now describe the details of the system and operational decisions.
1. The flexibility structure. The flexibility structure we are concerned with can be modeled as a bipartite graph $\mathcal{A} = (\mathcal{I}, \mathcal{J}, E)$ where $\mathcal{I} = \{1, 2, \cdots, I\}$ is the set of resources, $\mathcal{J} = \{1, 2, \cdots, J\}$ is the set of request types, and $E$ is the set of all the arcs in the network. An arc $(i, j) \in E$ if resource $i$ is capable of fulfilling request type $j$. A structure has full flexibility if $\mathcal{A}$ is a complete bipartite graph with $I \times J$ arcs, i.e., each resource can serve all request types, while the well-known long chain structure where $I = J$ has $I + J = 2I$ arcs. Figure 1a provides a general network structure and Figure 1b illustrates a long chain.

2. Inventory allocation. For a given total amount of inventory $K$, let $c_i K$, where $\sum_{i=1}^{I} c_i = 1$, be the amount of inventory allocated to resource $i$. While almost all existing research on process flexibility assumes that the initial inventory or capacity is given and not a decision to be made, we treat inventory allocation $\mathbf{c} = (c_1, \cdots, c_I)$ as a decision. Note that, if $c_i = 0$, we can simply remove resource $i$ from the network. Thus, when analyzing the performance of a system for a given $\mathbf{c}$, we always assume that $\min_{i \in \mathcal{I}} \{c_i\} \triangleq c_{\text{min}} > 0$.

3. Dynamic fulfillment policy. Upon an arrival, the resource needed to fulfill the request must be determined based on the flexibility structure $\mathcal{A}$ and system status. Since it is difficult to find an optimal dynamic fulfillment policy, we will extend the greedy fulfillment policy for the long chain proposed by Asadpour et al. (2018) to unbalanced systems.

We will refer to $(\mathcal{A}, \mathbf{c}, \mathbf{p})$ as a system and the goal is to better match supply with demand, i.e., satisfy customer demand as much as possible. We take the fully flexible version of a
system as the benchmark and consider the difference in the expected number of lost sales between the two systems after all requests have arrived as the performance measure. The performance difference is most significant when the total demand is exactly equal to the total capacity $K$ as discussed in Asadpour et al. (2018). Thus we will follow Asadpour et al. (2018) and focus on the impact of limited flexibility by assuming that the total expected demand is $K$. In this case, there would not be any lost sales under full flexibility no matter how inventory is allocated and how requests are fulfilled, and the performance measure reduces to the expected number of lost sales of a given system $(A, c, p)$.

### 4. The GCG Systems and a Dynamic Fulfillment Policy

In this section, we will first define the GCG of a given system $(A, c, p)$ and show that a positive GCG is a necessary condition for the expected number of lost sales to remain bounded despite increases in $K$. We then introduce the dynamic fulfillment policy.

#### 4.1. Generalized Chaining Gap (GCG)

Let $J(i) = \{j : (i, j) \in E\}$ and $J(I') = \cup_{i \in I'} J(i)$ be the sets of request types that can be fulfilled by resource $i$ and by a resource in $I' \subseteq I$, respectively. Similarly, let $I(j) = \{i : (i, j) \in E\}$ and $I(J') = \cup_{j \in J'} I(j)$ be the sets of resources that can fulfill type $j$ requests and a request in $J' \subseteq J$, respectively.

For a subset of requests $J'$, $\eta^{J'} = \sum_{i \in I(J')} c_i - \sum_{j \in J'} p_j$ represents the ability of the system to fulfill $J'$. In Figure 1a, request types in $J' = \{1, 2\}$ can only be fulfilled by resources in $I(J') = \{1, 2\}$ and $\eta^{J'} = (c_1 + c_2) - (p_1 + p_2)$. The GCG is then defined as

$$
\eta \triangleq \min_{J' \subseteq J, J' \neq \emptyset} \left\{ \eta^{J'} \right\}
$$

measuring the ability of the system to fulfill all subsets of requests. Our GCG is a special case of that considered by Shi et al. (2018) when the total demand is equal to the total capacity $K$. A system $(A, c, p)$ with a positive GCG is referred to as a GCG system in which there is slack between the total expected demand from request types in $J' \subset J$ and the total inventory that can be used to fulfill the requests in $J'$. In Figure 1a, a positive GCG implies that $c_1 + c_2 > p_1 + p_2$.

It can be easily shown that a GCG system $(A, c, p)$ described above has the following important properties:

- $\eta \leq p_{\text{min}}$ since $\eta \leq \sum_{i \in I(J')} c_i - \sum_{j \in J'} p_j \leq 1 - (1 - p_j) = p_j$ when $J' = J \setminus j$ for any $j \in J$. 


The network $\mathcal{A}$ is connected and has at least $I + J - 1$ arcs. The long chain in Asadpour et al. (2018) where $I = J$ and $c = p$ is a GCG system with $I + J$ arcs.

For any given connected network structure $\mathcal{A}$ and demand vector $p$, there always exists an inventory allocation $c$ such that $(\mathcal{A}, c, p)$ is a GCG network. For instance, we have a GCG network if we allocate $p_j$ amount of inventory evenly to all resources in $\mathcal{I}(j)$ for all $j \in J$.

Lastly, we show that a positive GCG is a necessary condition for the expected number of lost sales to not diverge with the market size $K$.

**Lemma 1.** If a system $(\mathcal{A}, c, p)$ has a nonpositive GCG, i.e., $\eta \leq 0$, then the expected number of lost sales diverges with $K$ under any feasible fulfillment policy.

### 4.2. The Load Deviation Fulfillment Policy (LDP) for a GCG System $(\mathcal{A}, c, p)$

The fulfillment decision when a request arrives clearly requires consideration of not only the network structure $\mathcal{A}$, the capacity vector $c$ and the demand vector $p$, but also the system status upon the arrival, e.g., the current inventory at all resources and the number of remaining arrivals. Thus, it is difficult to optimize the fulfillment decision. Let us first examine two simple fulfillment policies.

1. A priority policy: Each type of request has a primary resource and is fulfilled by another resource only if the primary resource is out of stock. Such a policy may lead to lost sales that increase in $K$ as demonstrated in the following example. Consider the system in Figure 2 where resource $j$ is the primary resource for request type $j$ and sample paths of the demand where there is an roughly equal number of requests (by roughly we mean that the difference is no more than $O(\sqrt{K})$ from each type after the first $K/2$ arrivals. Then, resource 1 will have little or no inventory, and resources 2 and 3 will have roughly $K/6$ and $K/3$ inventory, respectively, after the first $K/2$ arrivals. Since resource 2 is the only resource for request type 1 as well as the primary resource for request type 2 for the remaining $K/2$ arrivals, the expected number of lost sales will be in the order of $K$. Since the probability that demand takes such sample paths does not vanish as $K \to \infty$ by the Central Limit Theorem, the expected total number of lost sales is at least in the order of $K$.

2. A random fulfillment policy: Requests of type $j$ are randomly fulfilled by resources in $\mathcal{I}(j)$ with positive remaining inventory according to a certain distribution, e.g., with equal
probability. That is, a type $j$ request is first randomly assigned to a resource in $I(j)$. It will be fulfilled by this resource if it has positive inventory or by another resource in $I(j)$ otherwise. For the example in Figure 2, if a type 2 request is assigned to resource 3 (which occurs with probability 1/2), it will be fulfilled by resource 2 (if possible) if resource 3 is out of stock. Let $Y_k = 1$ if the $k$th request is assigned to resource 3 and $Y_k = 0$ otherwise. Then, $Y_k$ is a Bernoulli random variable with mean $1/2$. When resource 3 runs out of stock, which happens after $k' = \min \left\{ k : \sum_{i=1}^{k} Y_i \geq K/2 \right\}$ arrivals, the number of remaining requests of type 3 follows a Binomial distribution with $(\lfloor K - k' \rfloor, 1/3)$ and will be lost.

Since

$$\mathbb{E} \left[ K - k' \right] = \int_0^K \mathbb{P}(K - k' \geq k)dk = \int_0^K \mathbb{P}(k' \leq k)dk = K - \int_0^K \mathbb{P}(k' \geq k)dk$$

$$= K - \sum_{k=1}^{K} \mathbb{P}(Y_1 + \ldots + Y_k \leq K/2)$$

$$\geq \sqrt{K} - \sum_{k=K-\sqrt{K}}^{K} \mathbb{P}(Y_1 + \ldots + Y_k \leq K/2)$$

$$\geq \sqrt{K} - \sqrt{K} \mathbb{P}(Y_1 + \ldots + Y_{K-\sqrt{K}} \leq K/2) \sim \sqrt{K}(1 - \mathbb{P}(Z \leq 1)),$$

where “$\sim$” follows from the Central Limit Theorem and $Z$ is the standard Normal random variable. $\mathbb{E} \left[ K - k' \right]$ and hence the total expected number of lost sales are at least in the order of $\sqrt{K}$.

### Figure 2  A simple example with $I = J = 3$.

Thus, we will generalize the modified greedy policy in Asadpour et al. (2018) which was designed for the long chains where $I = J$ and each request can be fulfilled by exactly two
resources. Let $L_i(k)$ be the number of requests that have been assigned (which we will explain later) to resource $i$, referred to as the load of resource $i$, and $X_i(k) = L_i(k) - c_i k$ be its deviation from the average load of resource $i$ after $k$ arrivals. Let $X_i(0) = 0$ for all $i$. A positive (negative) load deviation indicates a higher (lower) ideal rate of demand for inventory at a resource. As the $(k+1)$th request, for example of type $j$, arrives, it is assigned to a resource in $\mathcal{I}(j)$ that has the smallest load deviation regardless of its inventory status, denoted by $i^*(j)$, and the load at this resource is updated as $L_{i^*(j)}(k + 1) = L_{i^*(j)}(k) + 1$ while $L_i(k + 1) = L_i(k)$ for $i \neq i^*(j)$. If there are multiple resources with the same smallest load deviation, we simply pick one randomly. Thus, the load deviation evolves as

$$X_i(k + 1) = L_i(k + 1) - c_i(k + 1) = X_i(k) - c_i + \begin{cases} 1, & \text{if } i = i^*(j), \\ 0, & \text{otherwise}, \end{cases} \tag{2}$$

and, for any $k \leq K$, $\sum_{i=1}^{I} L_i(k) = k$ and $\sum_{i=1}^{I} X_i(k) = 0$. Note that resource $i^*(j)$ may not have inventory, in which case, the request will be fulfilled by a resource in $\mathcal{I}(j)$ in an arbitrary manner, or lost if none of the resources in $\mathcal{I}(j)$ has inventory.

We can remove resources from the system one by one over time as they run out of inventory and the network structure changes in $k$. However, doing so would greatly complicate the presentation of the analysis. Thus, for the ease of presentation, we will keep all resources in the network at all times and allow the assignment of requests to resources with zero inventory, i.e., $L_i(k) \geq c_i K$, even though these requests would most likely be fulfilled by another resource with inventory. Thus, $L_i(k)$ can be understood as the number of requests that would have been fulfilled by resource $i$ after $k$ arrivals had there been enough inventory.

We would like to point out that a fulfillment policy based on the relative magnitude of the load deviation $X_i(k)/c_i$, $i = 1, \cdots, I$, also works well and bounded performance is guaranteed by the same bound in the next section for GCG systems. As a matter of fact, numerical examples indicate that this weighted load deviation policy may perform even better than the load deviation policy.

5. Bounded Performance of GCG Systems

In this section, we establish an upper bound on the expected number of lost sales for any GCG system $(\mathcal{A}, \mathbf{c}, \mathbf{p})$ if requests are fulfilled according to the load deviation fulfillment
policy. This bound is independent of the market size $K$, implying that a positive GCG is not only necessary but also sufficient to guarantee bounded performance. By bounded performance we mean that the expected number of lost sales does not diverge with the market size $K$.

**Theorem 1.** The expected number of lost sales of a GCG system are bounded from above by $\ln 64 \cdot \max\left\{ \frac{1}{c_{\min}}, \frac{1}{\eta} \right\}$, independent of the market size $K$.

The upper bound only depends on $I$, $c_{\min}$ and the GCG $\eta$. When $c_{\min} < \eta/I$, which occurs when at least one resource is allocated relatively low inventory compared with others, the upper bound is inversely proportional to $c_{\min}$ but independent of other system parameters. Otherwise, the upper bound is increasing in the number of resources $I$ and decreasing in the GCG $\eta$. For the long chain with $c = p$ in Asadpour et al. (2018), $\eta = p_{\min} = c_{\min}$ and our bound reduces to $\ln 64 \cdot I/\eta$ which is tighter than $2I/\eta \ln(1 + 18I^{2}/\eta^{2})$ provided by Asadpour et al. (2018).

*Tightness of the upper bound* Note that the upper bound is in the order of $\eta^{-1}$ as $\eta \to 0$. Consider the example in Figure 3 where $c = (1/2, 1/2)$ and $p = ((1 - \epsilon)/2, \epsilon, (1 - \epsilon)/2)$ for small $\epsilon > 0$, so $\eta = \epsilon/2$. Since the total number of type 1 requests, denoted as $D_1$, follows a Binomial distribution with $(K, p_1)$, the expected total number of lost sales of request type 1 alone is at least

$$E[D_1 - Kc_1] = E[D_1 - K(p_1 + \epsilon/2)] = \sqrt{Kp_1(1 - p_1)}E\left[ \frac{D_1 - Kp_1}{\sqrt{Kp_1(1 - p_1)}} - \frac{\sqrt{K} \epsilon}{2\sqrt{p_1(1 - p_1)}} \right]$$

under any feasible fulfillment policy. Note that $\frac{D_1 - Kp_1}{\sqrt{Kp_1(1 - p_1)}}$ converges to the standard Normal as $K \to \infty$, and $p_1 \to 1/2$ as $\epsilon \to 0$. When $\epsilon \to 0$, for $K = \frac{C}{\epsilon^2}$ where $C$ is a constant so that $\sqrt{K} \epsilon$ is a constant, the right hand side of (3) is at least in the order of $\epsilon^{-1}$ or $\eta^{-1}$ and our upper bound is indeed tight.

5.1. **Overview of the Proof**

At a high level, we follow Asadpour et al. (2018) by first establishing a bound of the expected number of lost sales in Lemma 2 and then trying to bound the expectation of the potential function, which is achieved by showing that the potential function exhibits a contraction property.
Lemma 2. The expected total number of lost sales under the LDP is bounded from above by
\[ \mathbb{E} \left[ \sum_{i=1}^{I} \max \left\{ X_i(K), 0 \right\} \right] \leq IC \ln \left( \frac{1}{2} \mathbb{E} \left[ \Phi \left( X(K) \right) \right] + 1 \right) \]
where \( \Phi \left( X(k) \right) = \sum_{i=1}^{I} e^{X_i(k)/C} \) is a potential function.

We say that the potential function exhibits a contraction property if
\[ \mathbb{E} \left[ \Phi \left( X(k+1) \right) \mid X(k) \right] \leq (1 - a) \Phi \left( X(k) \right) + b, \]
for some \( 0 < a < 1, \ b > 0, \) (4)
which immediately implies that \( \mathbb{E} \left[ \Phi \left( X(K) \right) \right] \leq b/a \) by induction under the initial condition \( \mathbb{E} \left[ \Phi \left( X(0) \right) \right] \leq b/a. \)

The approach used by Asadpour et al. (2018) to establishing (4) for the long chains relies heavily on their symmetric network structure and does not apply to general network structures. Thus, we need a completely new approach to establishing (4) for general network structures. Since (4) is equivalent to
\[ \mathbb{E} \left[ \Phi \left( X(k+1) \right) \mid X(k) \right] - \Phi \left( X(k) \right) \leq -a \Phi \left( X(k) \right) + b, \] (5)
we first obtain the following property of the potential function through the Taylor expansion of the left hand side of (5).

Lemma 3. For any \( C > 1, \)
\[ \mathbb{E} \left[ \Phi \left( X(k+1) \right) \mid X(k) \right] - \Phi \left( X(k) \right) \leq \frac{2}{C^2} \sum_{i=1}^{I} c_i e^{X_i(k)/C} - \left( \frac{1}{C} + \frac{1}{C^2} \right) \Gamma, \] (6)
where
\[ \Gamma = \left( \sum_{i=1}^{I} c_i e^{X_i(k)/C} - \sum_{j=1}^{J} p_j e^{X_{i^*(j)}(k)/C} \right) \] (7)
and \( i^*(j) \) is the resource assigned to the \((k+1)th\) arrival if it is of type \( j.\)
With Lemma 3, establishing (5) becomes finding an upper bound of the right hand side of (6), i.e., a desired lower bound of $\Gamma$ and an upper bound of \[ \sum_{i=1}^{I} c_i e^{X_i(k)/C} \] for any $C > 1$.

When $C$ is relatively large, the second term of the right hand side of (6) dominates the first term and we focus on finding a desired lower bound of $\Gamma$, i.e.,

$$\Gamma \geq a' \Phi(X(k)) + b'$$  \hspace{1cm} (8)$$

for some $a' > 0$.

Note that $\Gamma$ is a summation of terms associated with all the resources and demand locations. Recall that $i^*(j)$ is the resource with the lowest load deviation in $I(j)$, thus, if we define $S^c = \{i \in I : X_i(k) = X_{\text{min}}(k)\}$ where $X_{\text{min}}(k)$ denotes the value of the lowest load deviation among all resources, then $X_i(k) = X_{i^*(j)}(k) = X_{\text{min}}(k)$ for all $i \in S^c$ and $j \in J(S^c)$. For the terms in $\Gamma$ associated with the set of resources $S^c$ and the set of demand locations $J(S^c)$, the following holds:

$$\sum_{i \in S^c} c_i e^{X_i(k)/C} - \sum_{j \in J(S^c)} p_j e^{X_{i^*(j)}(k)/C} = e^{X_{\text{min}}(k)/C} \left( \sum_{i \in S^c} c_i - \sum_{j \in J(S^c)} p_j \right).$$

Thus, we only need to bound the terms associated with the rest of the resources $S = I \setminus S^c$ and demand locations $T = J \setminus J(S^c)$, i.e.,

$$\Gamma(S,T) = \sum_{i \in S} c_i e^{X_i(k)/C} - \sum_{j \in T} p_j e^{X_{i^*(j)}(k)/C}.$$

For an illustration of the network partition, see Figure 4.

To find a lower bound of $\Gamma(S,T)$, note that the GCG of the subnetwork involving $S$ and $T$ is at least $\eta$ by definition. That is, there is at least $\eta$ amount of slack inventory to fulfill requests in $T$. We can then apply the max-flow min-cut theorem to establish a desired lower bound in the form of (8). In the same process, we can also obtain an upper bound of $\sum_{i=1}^{I} c_i e^{X_i(k)/C}$. With these bounds, we can derive the contraction property of the potential function and obtain the desired performance bound by an appropriate choice of $C$. Detailed proof of Theorem 1 is delayed to the e-companion.

It is worth mentioning that even though we consider general network structures, our proof involves fewer steps in the bounding process than that in Asadpour et al. (2018). While they partitioned the resources with positive load deviations into multiple subgroups and then establish a bound for the terms associated with each of the groups, we partition...
the whole network (including the resources and requests) into two subnetworks and only need to establish a bound for the terms in one subnetwork. In addition to fewer steps in the bounding process (each step of bounding loses the bounds), they relied on local minimum and maximum load deviations in each subgroup, while we applied the max-flow min-cut theorem to the subnetwork involving $S$ and $T$. We attribute these differences to our tighter bounds.

6. Inventory Allocation and Network Design

In this section, we consider the decisions on inventory allocation $c$ for a given connected network structure $\mathcal{A}$ and demand vector $p$ in §6.1 and network structure in §6.2 with the goal to minimize the expected number of lost sales. Since the objective function is elusive due to the complexity of the problem, we need to find a proxy for it first and will seek inspiration from the upper bound in §5. $\ln 64 \cdot \max \left\{ \frac{1}{c_{\min}}, \frac{1}{\eta} \right\}$.

Since $\eta$ is not a monotone function of $c_{\min}$, the bound may increase or decrease in $c_{\min}$. For a given network structure, suppose that $c_{\min}$ is low, e.g., $c_{\min} < \frac{n}{27}$. We can move
some inventory from resources with higher inventory to raise \( c_{\text{min}} \) to \( c'_{\text{min}} = \frac{n}{27} \) with the corresponding GCG, \( \eta' \). It is easy to show that \( \eta' \geq \eta \) or \( \frac{n}{2} \leq \eta' < \eta \). Thus, the bound under the new inventory allocation, \( \ln 64 \cdot \max \left\{ \frac{1}{c_{\text{min}}}, \frac{1}{\eta'} \right\} \), reduces to \( \ln 64 \cdot \frac{1}{\eta'} \leq \ln 64 \cdot \frac{2}{\eta'} < \ln 64 \cdot \max \left\{ \frac{1}{c_{\text{min}}}, \frac{1}{\eta'} \right\} \), the bound under inventory allocation \( c \). On the other hand, the bound is obviously in the order of \( \frac{\eta}{\eta'} \) for inventory allocations with \( c_{\text{min}} \geq \frac{n}{27} \). Given the tightness of the performance bound established after introducing Theorem 1, a higher \( \eta \) is likely to indicate better performance, an insight consistent with that from Shi et al. (2018) for production systems and confirmed by our numerical study in §8.1. Thus, we will use \( \eta \) as a proxy of the objective function when making the inventory allocation and network structure decisions.

6.1. Inventory Allocation Decision

In this section, we examine the inventory allocation decision \( c \) that maximizes the GCG for any connected network \( \mathcal{A} = (\mathcal{I}, \mathcal{J}, E) \) and demand vector \( \mathbf{p} \). We first present a lower bound of the highest GCG possible, denoted as \( \eta^* \).

**Lemma 4.** For any given connected network \( \mathcal{A} \) and demand vector \( \mathbf{p} \), \( \eta^* \geq \min_{j \in \mathcal{J}} \frac{p_j}{|\mathcal{J}(i)|} \).

Since a connected network requires at least \( I + J - 1 \) arcs, we will consider the inventory allocation decisions for networks with at least \( I + J - 1 \) arcs. Before proceeding, we would like to exclude a trivial case where a resource is dedicated to a single request type in a GCG system. If resource \( i \) is dedicated to request type \( j \), i.e., \( |\mathcal{J}(i)| = 1 \), request type \( j \) must have access to at least one more resource as the network would be disconnected otherwise. Since inventory at resource \( i \) has little flexibility, one should not allocate any to it absent of capacity or geographical constraints and the problem reduces to one with \( I - 1 \) resources. Otherwise, we simply allocate the minimum required inventory to resource \( i \) and the problem reduces to allocating the rest of the inventory \( 1 - c_i \) to \( I - 1 \) resources for the remaining demand in the system. Thus, we only need to consider GCG networks where \( |\mathcal{J}(i)| \geq 2 \) for all \( i \in \mathcal{I} \), i.e., each resource must serve at least two types of requests. This is certainly true in most real applications where \( I \ll J \).

6.1.1 Networks with \( I + J - 1 \) and \( I + J \) Arcs

Let \( d(j) \) denote the number of connected subnetworks after request type \( j \) and the arcs associated with it are removed. Then, \( d(j) = |\mathcal{I}(j)| \) for networks with \( I + J - 1 \) arcs, and \( d(j) = |\mathcal{I}(j)| - 1 \) or \( |\mathcal{I}(j)| \) for networks with \( I + J \) arcs. This is because, with only \( I + J - 1 \) arcs, a network does not contain a cycle and
removing request type $j$ divides the network into exactly $|\mathcal{I}(j)|$ connected, non-overlapping subnetworks. Adding one more arc increases the connectivity of a network and hence may reduce $d(j)$, by at most 1.

**Proposition 1.** For a connected network structure $\mathcal{A} = (\mathcal{I}, \mathcal{J}, E)$ and demand vector $\mathbf{p}$, $\eta^* = \min_{j \in J} \frac{p_j}{d(j)}$ is achieved under the following inventory allocations.

- If $|E| = I + J - 1$, allocate $p_j$ amount of inventory evenly to all the resources in $\mathcal{I}(j)$.
- If $|E| = I + J$, allocate $\frac{p_j}{d(j)}$ amount of inventory to each of the $d(j)$ subnetworks and then allocate $\frac{p_j}{d(j)}$ evenly to the resources in each subnetwork that belong to $\mathcal{I}(j)$.

For networks with $I + J - 1$ arcs, Proposition 1 reveals a very simple inventory allocation that maximizes the GCG and $\eta^*$ can be any value in $[\frac{p_{\min}}{I}, p_{\min}]$. For example, $\eta^* = \frac{p_{\min}}{I}$ if $J - 1$ types of requests each have a single supplier and one request type with the lowest demand enjoys full supplier flexibility. On the other hand, $\eta^* = p_{\min}$ if $p_{\max} \geq Ip_{\min}$, and a request type with $p_{\max}$ is linked to all the resources (with $I$ arcs) and the rest of the request types are only linked to a single resource (with $J - 1$ arcs).

Proposition 1 also implies that adding one arc to an existing connected network with $I + J - 1$ arcs can potentially decrease $d(j)$ and achieve a higher GCG. For example, a long chain with $p_j = \frac{1}{J}$ for all $j \in J$ can achieve the highest GCG $\eta^* = \frac{1}{J} = p_{\min}$. Removing any arc does not affect the connectivity of the network, but it reduces the GCG by a half to $\eta^* = \min_{\substack{j \in J \\text{if multiple minimizers exist}}} \frac{1}{J} \frac{1}{d(j)} \leq \frac{1}{2J}$. This further confirms the effectiveness of the long chains.

**6.1.2. Beyond $I + J$ Arcs**

With more arcs, a network may still be connected after removing a request type. Thus, we need to extend $d(j)$ and let $d(\mathcal{J}')$ be the number of connected subnetworks after removing $\mathcal{J}' \subset \mathcal{J}$ and all the arcs associated with it. The higher the $d(\mathcal{J}')$, the weaker $\mathcal{J}'$ is connected to the rest of the network. Let $\mathcal{J}^* = \arg \min_{\mathcal{J}' \subset \mathcal{J}} \frac{\sum_{j \in \mathcal{J}'} p_j}{d(\mathcal{J}')} \quad \text{(choose one arbitrarily if multiple minimizers exist)}$. In all the subnetworks after removing $\mathcal{J}^*$, we add a single request node with demand $\frac{\sum_{j \in \mathcal{J}^*} p_j}{d(\mathcal{J}^*)}$ so that the total demand from $\mathcal{J}^*$ is evenly allocated to the $d(\mathcal{J}^*)$ subnetworks. Each link from $\mathcal{J}^*$ to a resource in $\mathcal{I}(\mathcal{J}^*)$ in the original network is represented by a link from the new request node in the same subnetwork to it. The process can be viewed as if we group the request types in $\mathcal{J}^*$ into a single request type with demand $\sum_{j \in \mathcal{J}^*} p_j$. We then split it into $d(\mathcal{J}^*)$ requests, each with demand $\frac{\sum_{j \in \mathcal{J}^*} p_j}{d(\mathcal{J}^*)}$ and in a unique subnetwork, while maintaining all the links from $\mathcal{I}(\mathcal{J}^*)$ to
\( \mathcal{J}^* \) in their respective subnetworks. As an illustration, consider the example in Figure 5a where \( \mathcal{J}^* = \{3\} \) and without the dashed arc. Then, removing request type 3 and arcs associated it will break the network into \( d(\mathcal{J}^*) = 2 \). We split request type 3 into two, each with demand \( p_3/2 \) in its associated subnetwork as in Figure 5b.

Of course, with a well connected network, some of the \( d(\mathcal{J}^*) \) subnetworks may still be well connected or even have full flexibility. In that case, we suggest to follow the same procedure in those subnetworks until all their subnetworks are of the structures in §6.1.1 when making the inventory allocation decision, although we are not able to prove that it will maximize the GCG.

\[
\sum_{j \in \mathcal{J}^*} p_j \frac{d(\mathcal{J}^*)}{\sum_{j \in \mathcal{J}} p_j}
\]

if inventory is allocated according to their respected rules for the subnetworks.

6.2. Network Structure Design

In §6.1 we provided the maximum achievable GCG, \( \eta^* \), for given \( \mathbf{p} \) and \( \mathcal{A} = (\mathcal{I}, \mathcal{J}, E) \), and the inventory allocation that achieves \( \eta^* \). We now determine the set \( E \) that maximizes \( \eta^* \) for networks with \( I + J - 1 \) arcs in §6.2.1 \( I + J \) arcs in §6.2.2 and more than \( I + J \) arcs in §6.2.3.
Since we do not explicitly consider the storage capacity at the resources or geographical constraints, a network with a single resource and a total of $J$ arcs would be sufficient to achieve the best performance, which is obviously not practical. In real networks, each distribution center is responsible for multiple demand locations due to their proximity to it and each demand location is covered by at least one distribution center. Thus, to avoid the complications of explicit capacity and geographical constraints, we start with networks with $J$ arcs that link each request type to a resource and each resource is linked to at least one request, as illustrated in Figure 6a. That is, design of a network structure starts with an existing network with $I$ groups of request types. The decision is to determine the rest of the arcs that maximizes $\eta^*$ under the inventory allocations described in \textsection 6.1.

6.2.1. Networks with $I + J - 1$ Arcs  
To construct networks with $I + J - 1$ arcs that maximize $\eta^*$, we first find the optimal number of suppliers for each request type $|\mathcal{I}^*(j)|$, $j \in \mathcal{J}$. Insights from \textsection 6.1.1 suggest that request types with higher demand should be given higher supplier flexibility, i.e., access to more resources. That is, suppose that $p_1 \leq \cdots \leq p_J$ without loss of generality. Then, $|\mathcal{I}^*(j)| \geq 1$ should be non-decreasing in $j$ and can be obtained using Algorithm 1. By Proposition 3, any connected network with $|\mathcal{I}(j)| = |\mathcal{I}^*(j)|$, $j \in \mathcal{J}$, maximizes $\eta^*$. Note that for given $|\mathcal{I}(j)| = |\mathcal{I}^*(j)|$, $j \in \mathcal{J}$, and the existing $J$ arcs, there may be multiple ways to form a network with $I + J - 1$ arcs, which provides flexibility and opportunities to take capacity constraints into consideration in designing a network in practice.

**Proposition 3.** For given $I$, $J$ and demand vector $\mathbf{p}$, any connected network with $|\mathcal{I}^*(j)|$, $j \in \mathcal{J}$, obtained by Algorithm 1 achieves the same and highest possible GCG with $I + J - 1$ arcs, if $p_j$ amount of inventory is evenly allocated to the resources in $\mathcal{I}^*(j)$.

6.2.2. Networks with $I + J$ Arcs  
Note that, with only $I + J - 1$ arcs, the highest GCG that can be achieved is likely to be below $p_{\min}$. If we have the freedom to design a network structure with $I + J$ arcs, we can form a generalized long chain (GLC) by linking the $I$ resources and $I$ groups of request types with $I$ arcs through a request node in each request group (with the highest demand if possible), as illustrated in Figure 6b. Since $d(j) = 1$ for all $j \in \mathcal{J}$, $\eta^* = p_{\min}$ by Proposition 1.

We note that Shi et al. (2018) provide an algorithm for designing a network with $I + J$ arcs for given $(\mathbf{p}, \mathbf{c})$ that achieves a GCG above a threshold, while we treat the inventory
Algorithm 1 Network Design with $I+J-1$ Arcs

1: Initialization: Find a solution $1 = |\mathcal{I}^*(1)| \leq |\mathcal{I}^*(2)| \leq \cdots \leq |\mathcal{I}^*(J)|$ such that $\sum_{j=1}^{J} |\mathcal{I}^*(j)| = I + J - 1$.
2: while 1 do
3: Compute $\frac{p_j}{|\mathcal{I}^*(j)|}$ and $\frac{p_j}{|\mathcal{I}^*(j)|+1}$ for $j \in \{1, \cdots, J\}$. Let $\tilde{j}$ be the smallest index such that $\frac{p_{\tilde{j}}}{|\mathcal{I}^*(\tilde{j})|}$ is minimal and $\tilde{j}$ the largest index such that $\frac{p_{\tilde{j}}}{|\mathcal{I}^*(\tilde{j})|+1}$ is maximal. Let $\eta^* = \frac{p_{\tilde{j}}}{|\mathcal{I}^*(\tilde{j})|}$.
4: if $|\mathcal{I}^*(\tilde{j})| = 1$ then break;
5: end if
6: if $\eta^* < \frac{p_{\tilde{j}}}{|\mathcal{I}^*(\tilde{j})|+1}$ then,
7: Update $|\mathcal{I}^*(\tilde{j})| \leftarrow |\mathcal{I}^*(\tilde{j})| - 1$, $|\mathcal{I}^*(\tilde{j})| \leftarrow |\mathcal{I}^*(\tilde{j})| + 1$;
8: else break;
9: end if
10: end while
11: Output: $\{|\mathcal{I}^*(1)|, \cdots, |\mathcal{I}^*(J)|\}$ and $\eta^*$.

vector $c$ as a decision and design networks that achieve the highest GCG, i.e., $p_{\min}$. Indeed, with the flexibility in inventory allocation, one has more freedom in selecting a network structure that not only achieves the highest GCG, $p_{\min}$, but also takes other constraints (e.g., storage capacity and shipping distance) into consideration.

Proposition 1 also provides two insights if we have the option to add an additional arc to an existing connected network with $I+J-1$ arcs. First, the request type with the lowest $\frac{p_j}{|\mathcal{I}^*(j)|}$ should be in the cycle as $d(j) < |\mathcal{I}(j)|$ for all request type $j$ in the cycle. Second, an additional arc should always be added to form as large a cycle as possible. This insight is consistent with the observations made by [Jordan and Graves 1995], who state that as one of the flexibility principals, “the right way to add flexibility is to create fewer, longer plant-product chains”.

6.2.3. Networks beyond $I+J$ Arcs Since $I+J$ arcs are sufficient to design a network that achieves the maximum GCG possible, $p_{\min}$, adding one more arc will not improve the GCG. However, if we have the option to add an additional arc to an existing network, Proposition 2 suggests that it should be added to strengthen the weakest link, i.e., to reduce $d(\mathcal{J}^*)$. In the example in Figure 5 we can add the dashed link to reduce $d(\{3\})$ from 2 to 1.
7. Extensions

7.1. Random Batch Arrivals

So far we have assumed that each arrival only needs one unit of the product. In this section, we allow a random batch size of $\ell_j$ for request type $j$, in which case the total demand may not be equal to the total initial inventory $K$ and the number of lost sales under full flexibility may not be zero. Suppose that the batch sizes are i.i.d. across different arrivals. Then, $p_j' = p_j \mathbb{E}(\ell_j)/D$ represents the expected demand rate for request type $j$, where $D = \sum_{r=1}^{J} p_r \mathbb{E}(\ell_r)$ is the expected batch size for each arrival. We say that the above system has a positive GCG denoted as $\eta'$ if the system defined in our main model, $(\mathfrak{A}, c, p')$, is a GCG system.

With batch arrivals, we need to modify the load deviation policy. Let $\ell(k)$ be the batch size of the $k$th arrival, $L_i(k)$ be the number of units that have been assigned to resource $i$, the load of resource $i$, and $X_i(k) = L_i(k) - c_i \sum_{s=1}^{k} \ell(s)$ be the load deviation of resource $i$ after $k$th arrival. As the $(k+1)$-th request, say of type $j$, arrives, it is assigned to a resource in $\mathcal{I}(j)$ that has the smallest load deviation regardless of its inventory status, denoted by $i^*(j)$, and the load at this resource is updated as $L_{i^*(j)}(k+1) = L_{i^*(j)}(k) + \ell(k+1)$ while
\( L_i(k+1) = L_i(k) \) for \( i \neq i^*(j) \). We recognize that an order may be fulfilled by multiple resources in reality. For simplicity, we will assume that each order can only be fulfilled by inventory at one resource and may be partially fulfilled due to insufficient inventory at the resource. Below we establish a similar performance bound as in Theorem 1 under mild conditions.

**Theorem 2.** Suppose that the random batch sizes \( \{\ell_j : j \in J\} \) have finite support, i.e., \( \ell_j \leq \bar{\ell} \) for all \( j \in J \). The expected optimality gap between a GCG system and the system with full flexibility is bounded from above by \( \ln 64 \cdot \max \left\{ \frac{\max \mathbb{E} (\ell_j^2)}{\mathbb{E} (\ell_j)}, \frac{\min \{c_{\min}, \frac{\eta'}{I}\}}{\min \{c_{\min}, \frac{\eta'}{I}\}} \right\} \), independent of the total initial inventory \( K \).

Here \( \max \mathbb{E} (\ell_j^2) / \mathbb{E} (\ell_j) \) measures the variability of the batch sizes. The bound reduces to that in Theorem 1 when \( \ell_j \equiv 1 \).

### 7.2. Time-varying Demand Rates

In this section, we establish bounded performance to the case where the demand vector is time-varying, i.e., the demand vector of the \( k \)-th arrival is \( p_k = \{p_{jk}, j = 1, \ldots, J\} \) with the corresponding GCG of the system \((\mathcal{A}, \mathbf{c}, \mathbf{p}_k)\) as \( \eta_k \) and \( \theta_k = \min \{\eta_k, Ic_{\min}\} \). We say that the system with time-varying demand vector \( \{\mathbf{p}_k, k = 1, \ldots, K\} \) is a GCG system if \( \eta_k > 0 \) for all \( 1 \leq k \leq K \). Next we develop an upper bound of the expected number of lost sales for any GCG system, and then show bounded performance if \( \eta_k \) is not too small as \( k \) becomes large.

**Theorem 3.** Let \( \bar{\theta}_k = \frac{\sum_{r=K-k+1}^{K} \theta_r}{k} \) for \( 1 \leq k \leq K \). For any given \( K \), the expected number of lost sales of a GCG system is bounded from above by \( \frac{I \ln 64}{\min \{c_{\min}, \frac{I \eta}{K}\}} \).

Here, \( \bar{\theta}_k \) is the average of \( \theta_j \)'s for the last \( k \) arrivals. For a special case of \( \mathbf{p}_k \to \mathbf{p} \), the upper bound in Theorem 3 converges to \( \ln 64 \cdot \max \left\{ \frac{1}{c_{\min}}, \frac{I}{\eta} \right\} \) when \( K \to \infty \), the upper bound in Theorem 1, and bounded performance is guaranteed. Although the bound is a function of \( K \) in general, as \( K \) becomes large, the impact of earlier arrivals on the performance should diminish. Bounded performance can be achieved as long as \( \eta_k \) is bounded away from zero for \( k \) large enough. This condition is similar to the \( \xi \)-Hall condition in Asadpour et al. (2018) that guarantees bounded performance when demand is time-varying. When applied to long chains under the \( \xi \)-Hall condition, the upper bound in Theorem 3 reduces to \( \ln 64 \cdot \max \left\{ \frac{1}{c_{\min}}, \frac{I}{\xi} \right\} \), tighter than the upper bound \( 2I/\xi \ln(1 + 18I^2/\xi^2) \) in Asadpour et al. (2018).
8. Numerical Studies
We perform numerical experiments to verify the effectiveness of the GCG as a proxy for system performance under different network structures in §8.1 and test some design principles obtained in §6.2 for networks in §8.2. We show that networks with $I + J - 1$ and $I + J$ arcs can achieve very good performance.

8.1. The Effectiveness of the GCG as a Proxy for Performance Measure
For a given network structure, different inventory allocation leads to different GCG. Thus, we first consider four different structures, (a) and (b) in Figure 7 with $I + J - 1$ arcs, and two GLCs with $I = 5, 10$ and $J = 10$ as in Figure 6b where there are $I + J$ arcs and each request group has exactly $I$ request types. We let $p_j = 1/J$ and find the inventory allocation that achieves the highest GCG $\eta^*$ under each structure. We then move different amounts of inventory from the resource with the tightest supply to another resource to create different GCG as $\eta^*$, $\eta^*/2$, $\eta^*/4$ and $\eta^*/8$. As one can see in Figure 8, the expected number of lost sales can increase much faster in $K$ when the GCG is extremely small, while they seem to converge rather quickly or stay flat when the GCG is large. Thus, the GCG is indeed a good indicator of the system performance.

![Figure 7: Network structures with $I + J - 1$ arcs](image-url)
Since network structure also affects the GCG, we now compare the performance of some well known network structures with $I + J - 1$ arcs that maximize the GCG. For $J = I + 1$ and $I = 5, 10, 15, 20$, we consider (1) network structures formed according to the outputs from Algorithm 1 that maximize the GCG and (2) open chains formed by removing arc $(1, I)$ from generalized long chains. If the demand for all request types are fairly balanced, then the open chains will perform well under the inventory allocation in Proposition 1. So we set $p_j = 1/(2I)$ for $j = 1, \cdots, J - 1$ and $p_J = 1/2$. We allocate $p_j$ amount of inventory evenly to all the resources in $\mathcal{I}(j)$ under all network structures and report their performance.
for different $K$ in Figure 9. As we can see, all the GCG Networks with $I+J-1$ arcs perform quite well. Thus, if it is too expensive to add an arc, a GCG network with the minimum number of arcs can be an excellent option. If one is allowed to redesign a network structure with $I+J-1$ arcs rather than removing one arc from a long chain, one may be able to achieve much better performance with the help of Algorithm 1 especially facing asymmetric demand.

![Figure 9 Comparisons between open chains and structures generated by Algorithm 1](image)

8.2. The Impact of Chaining

Note that there is no cycle in any connected network with $I+J-1$ arcs, while there is exactly one cycle in networks with $I+J$ arcs. We conjectured in §6.2.2 using the GCG as an indication of system performance that, if we are allowed to add one more arc to a connected network with $I+J-1$ arcs, we should do so to form a large cycle rather than a small one. To confirm this, we consider a network with $I+J-1$ arcs obtained by removing arc $(1,J)$ from the corresponding GLC where the $J$ request types are divided evenly into $I$ groups, referred to as an open chain. We then compare its performance with that of networks with one more arc and hence cycles of different sizes, referred to as the short-chains (with arc $(1, 40/I)$), middle-chains (with arc $(1,10)$) and long-chains (with arc $(1,20)$), as shown by the dotted arcs in Figure 13 where $J=20$.

We consider $I=5,10$. For $I=5$, there are four requests in each group, and we let $p_j = \frac{1}{25}$ for all $j$ except the last request type in each group and $p_{4i} = \frac{2}{25}$, $i=1,\cdots,5$. For $I=10,$
there are only two request types in each group and we let $p_{2i-1} = \frac{1}{30}$ and $p_{2i} = \frac{1}{15}$ for $i = 1, \cdots, 10$. We allocate the inventory so that the GCGs are maximized. Figure 11 provides the expected number of lost sales under these network structures for $K \in [1,000, 10,000]$ and the performance increases in the size of the cycle in general.

Figure 10  (Color online) Network structures used in §8.2

Figure 11  Performance for different cycle sizes with $J = 20$
9. A Numerical Study on Amazon China

Both our theoretical bounds and numerical results demonstrate that GCG networks perform very well compared with fully flexible systems with respect to the expected number of lost sales. However, GCG networks may fulfill an order through a farther resource when the closest one has a large load deviation, which may lead to higher shipping costs. In this section, we examine both the expected number of lost sales and outbound shipping costs under several flexible GCG networks using real data.

Amazon China has a total of 12 fulfillment centers in 10 regions across China. For simplicity, we combine the centers in the same region into one, which gives \( I = 10 \) in the network. We select a total of 44 main cities with a population above three million as the demand centers, i.e., \( J = 44 \), and normalize the total retail sales of consumer goods in those cities in 2015 from the National Bureau of Statistics of China\(^2\) to form the nominal demand vector \( \mathbf{p} \). The 10 regions, the fulfillment centers in each region, and the cities in each region are shown on the map in Figure 12. Table 1 provides the names of the fulfillment centers, the demand centers in each region and the demand vector. The number

\(^2\)http://data.stats.gov.cn/english/easyquery.htm?cn=E0103
of demand centers in a region ranges from 2 to 9, and each demand center has access to the fulfillment center in the same region, which requires $J = 44$ arcs.

### 9.1. Performance of Network Structures with Different Flexibilities

We first construct five different network structures with increasing numbers of arcs as illustrated in Figure 13 (a). While Structures 2 – 4 are connected networks, Structures 0 and 1 are not.

- **Structure 0**: Each fulfillment center only serves its own region and there is a total of $J = 44$ arcs (arcs with no number). This is similar to the current practice of Amazon China where each region has its primary fulfillment center.

- **Structure 1**: Add $I - 2$ arcs (marked as 1) to Structure 0 to form two connected networks, the south (regions 1-3) and north (regions 4-10). There is a total of $I + J - 2$ arcs.

- **Structure 2**: Add 1 arc (marked as 2) linking Beijing (region 3) and Xuzhou (in region 5) to Structure 1 to form a connected network with $I + J - 1$ arcs.
Figure 13  (Color online) Network structures considered for Amazon China

- Structure 3: Add 1 arc (marked as 3) linking Xian (region 10) and Jinan (in region 5) with a total of $I + J$ arcs in the network. There is a cycle connecting all the fulfillment centers south of Beijing.
- Structure 4: Add 1 arc (marked as 4) linking Shanghai (region 5) and Qingdao (in Region 3) with a total of $I + J + 1$ arcs in the network.
For all the structures, we allocate $p_j K$ amount of inventory evenly to the resources in $\mathcal{I}(j)$ for all $j = 1, \cdots, 44$ and fulfill each arriving request following the load deviation policy. Since Structures 0 and 1 are not connected, the systems are not GCG systems, while the systems under structures 2 – 4 are GCG ones. The expected number of lost sales and total shipping distance under the five structures for various $K$ are presented in Figure 14. As we add more arcs, the networks become more flexible and the expected number of lost sales decrease rapidly at the (albeit small) expense of shipping distance. The GCG systems work very well and structure 4 represents only a slight improvement over structure 3 with one less arc. Although there is a significant increase in performance when cross-region fulfillments are allowed, the total shipping distance does not increase further as more flexibility is introduced. This suggests that a network with $I + J$ arcs provides enough flexibility to accommodate cross-region shipments.

![Figure 14](image.png)

**Figure 14**  Performance under different network structures and for various $K$ for Amazon China

### 9.2. Comparisons between Our Policy and a Myopic Policy under Different Network Structures

We introduce a myopic order fulfillment and inventory allocation policy that is similar to Amazon China’s practice and also mentioned as a common practice in industry by Acimovic and Graves (2014). Under the myopic policy, one allocates to each resource the amount of inventory equal to the average demand of the region and fulfills a request by its primary resource if there is inventory left or the closest resource allowed by the network structure. Such an inventory allocation makes sense as each region has a primary fulfillment center at Amazon China.
Under structures 3 and 4 with a total number of $I + J$ and $I + J + 1$ arcs, we plot the expected number of lost sales and average shipping distance under our inventory allocation and demand fulfillment policy with that of the myopic one in Figure 15. As we can see, our policy outperforms the myopic one with lower lost sales and slightly higher shipping distances. This is expected as our policy aims to fulfill more demand and ignores the fact that the arcs have different distances.

To balance the GCG and the total shipping distance, we also construct network structures that take into account the shipping distance between the resources and demand centers explicitly. We first link each request node to its nearest fulfillment center to form $I$ demand regions and their primary fulfillment centers. We then solve the following integer program to determine the remaining cross-region arcs.

\[
\begin{align*}
\min & \quad \sum_{i,j=1, i \neq j}^{I} d_{ij} x_{ij} \\
\text{s.t.} & \quad \sum_{i,j=1, i \neq j}^{I} x_{ij} = \text{the total number of arcs} - J,
\end{align*}
\]

\[x_{ij} \in \{0, 1\}, \text{ the structure } \mathcal{A} \text{ is connected.}\]

Here $x_{ij} = 1$ if fulfillment center $i$ is linked to a closest request node in region $j$ and $d_{ij}$ is the distance between them. That is, the regions are connected by a fulfillment center in one region to a closest request node in another region. This optimization problem is not trivial.

**Figure 15** Performance comparisons between our policy (solid lines) and the myopic policy (MYO, dashed lines) under Structures 3–5 for Amazon China.
In general, however, for network structures with a total of $I + J - 1$ arcs, the problem reduces to finding a minimum spanning tree on an edge-weighted graph and we can apply Kruskal’s Algorithm to obtain an optimal solution for the above integer programming. The resulting network structure, referred to as Structure 5, is presented in Figure 13 (b). In Figure 15, we also plotted the performance of our policy and the myopic policy under Structure 5. As one can see, Structure 5 achieves the lowest average shipping distance under each policy without losing much sales.

9.3. With Uncertain Demand Rates

We test the robustness of our policy with uncertain demand rates in this section. Following Asadpour et al. (2018), we randomly generate the demand vector for the $k$th arrival from the uncertainty set $U_p = \{ \hat{p} | \hat{p}_i \in [p_i - \epsilon, p_i + \epsilon] \text{ for each } 1 \leq i \leq I \text{ and } \sum_{i=1}^{I} \hat{p}_i = 1 \}$ for a given $\epsilon$. We vary $\epsilon = p_{\text{min}}^2, p_{\text{min}}^{2.5}, p_{\text{min}}^3$, reflecting a decreasing level of uncertainty of the demand vector. Since the results are similar, we only report the simulation results for $\epsilon = p_{\text{min}}^2$ in Figure 16. As one can see, the performance is quite stable.

Figure 16  Performance under different network structures and random $p$ for Amazon China

10. Conclusions

Process flexibility has been studied extensively under offline fulfillment but not under online fulfillment except for the work of Asadpour et al. (2018) who focus on the long chain structure, which is a balanced system. They establish bounded performance of the long chain structure under a specific inventory allocation as the market size increases.
In this paper, we extend their greedy fulfillment policy to a class of unbalanced systems called GCG systems under online fulfillment, where the number of request types can be arbitrarily larger than the number of resources, and establish bounded performance. We further extend bounded performance to systems with random batch arrivals and time-varying demand rates.

The upper bound on the system performance also reveals that the GCG is an important indicator of system performance, which leads to simple inventory allocation decisions for any connected network structure with as few as $I + J - 1$ arcs that guarantee a positive GCG and achieves bounded performance. We also provide principles for the design of network structures that achieve bounded performance. For networks with $I + J$ arcs, we extend the long chain concept to unbalanced networks, referred to as generalized long chains, by dividing the request types into $I$ groups and forming a network structure with $I$ resources and request groups. Numerical studies including one using some data from Amazon China are conducted to verify our findings.
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